Service Level Agreement between

Solution Engineering Labs and Application Quality Assurance

______________________________________________________________________________

Background and Purpose

This Service Level Agreement (SLA) is a written agreement between Solution Engineering Labs and Application Quality Assurance for the purpose of documenting the services and support that will be given by SEL to App QA in a timely and effective manner. This agreement may be modified in the near future, with both parties acceptance, to reflect refinement of process, changes in functions, resources, organizations, or in response to other events such as adjustments in the service model and charter.

Note that this SLA is designed to reflect both the overall service that SEL will provide to App QA as well as specifics in servicing to a pilot program, which involves extended servicing of Product-x of App QA.

Mechanism for Incident or Service Requests

Browse intranet to http://selweb/ or through Contact Numbers if escalation is needed.

There will be a standard support process posted and communicated. A service request mechanism, procedures, policy, and the aforementioned process will also reside on Selweb. This is work in progress with target completion and implementation by 8/8/2001.

Broad Services that SEL will provide

· Creation of Release Set environments that will be designated for general use by engineering teams.

· Creation of GMP environments that will be allocated and scheduled to be used by designated Engineering Services teams.

· General operational support for released GOLD environments. These will be well-defined “GMP/Release Set systems of record” that are intended to be stable, secure, and locked down. Our various internal customers target these environments for general use.

· General System Administration & Infrastructure support for planned projects

· The necessary information, centrally posted, to allow our internal customers easy access and self-service to these environments.

This includes information on availability of Environments, Allocation, Scheduling, and other operational information for use in testing.

Please be aware that from time to time, certain detailed tasks within our broad service offering may be “sub-contracted” to various Company-Y organizations, such as IT or facilities for example. This could have an impact on service level timeframes.

Additionally, for pilot program support of Product-x
· Machine Maintenance

· Hardware, Firmware, OS (W2K & Solaris) build-out and servicing

· Network Maintenance

· Includes domain maintenance and local domain maintenance if needed.

· Any physical or logical networking needed for PRODUCT-X machines to test against SEL GMPs.

· Remote Access Support

· Provide and administer accounts for remote access support to PRODUCT-X machines.

· Manage physical remote access service at the Server Level.

· Ghosting and Backup

· Provide backup and restore capabilities either through self service or requests to PRODUCT-X assigned SEL personnel.

· Up to 40 manual (non-self service) ghost requests per month.

· Component Software Loading

· We will service both W2K and Solaris as the OS platform for PRODUCT-X installations and patches.

· We will provide loading of PRODUCT-X software supporting 1 build per week up to 14 instances for each build cycle per week. We request at least 24 hours per instance per OS platform to complete the installation for ETPs and the 1st normal build cycle of a release. 24 hours per pair of instances thereafter. Please note that for every day a build is delayed in the build cycle, a reduction of 2 instances per late day will occur. Instance installations cannot be accumulated. This allows manageability and better time distribution for build instance installation throughout a testing week. The notion of being able to load, say 42 instances in the third week or 14 instances in the last hour of the last business day of a build week is not feasible. For purposes of this agreement, a build is late when it misses a close of business day cutoff of 5:00 p.m. We will treat a late build with best efforts only to the extent resources are available.

· Provide access to machines for Software Patch loading and testing

· Patch installs are for servicing of PRODUCT-X in the pilot program only and do not consider installation of patches for multiple components to “synchronize” bug fix dependencies. That is, we do not intend to patch released and stable GMP’s / GOLD environments due to a need for PRODUCT-X to test a bug fix dependency on another component (say between SO & PRODUCT-X or ACP & PRODUCT-X, etc.). A self-service sandbox may be requested for these types of endeavors.

· During release cycles, we will provide 7x12 support. 12 hours a day 7 days a week.

· Management of access to PRODUCT-X
· Coordination with SEL released marketplace environments.

· Help direct and connect PRODUCT-X instances to Released GMP/GOLD environments

· Documenting the coordination of PRODUCT-X resource assignments and usage

· Documenting machine names/lab information

· Documenting Suppliers, Buyers, operation URLs, etc.

Service Level Agreement Table

	Priority
	Description
	Response Time
	Resolution Time

	1
	A released lab environment or system is not functional and no other environment is available for use. QA testing or other functions are seriously affected.
	1 Hour
	1-2 hours if no hardware failure.

1 day if system re-build or substitution necessary



	2
	· General service requests.

· Incidents; defined as: major function impacted or does not work like proposed, but it is not business or schedule critical
	4 hours
	1-2 days

General requests (e.g. networking, SA, or app config.) may take longer but status and ETAs will be communicated.

	3
	Consultation, general help question
	48 hours
	None, Informational only. Consultation timeframe is on a best effort basis


Hours: Normal Company-Y Business hours (8 hours per day, excluding legal US holidays).

Days: Normal Company-Y Business days, Monday – Friday.

Response: Email confirming receipt of the problem report.

Resolution: Acceptable Workaround.

Escalation: For the purpose of this agreement refers to the notification process that only happens on a missed SLA.
Escalation Procedures

App QA personnel should follow these escalation procedures during mission critical times for Company-Y. Typically during major QA release cycles, or when there is a severe business or productivity impact. If an SLA is missed and there is no response from the technical liaison or an assigned team member, please follow the escalation path below. The escalations will stop when the appropriate level has responded to the notification of the missed SLA. Only use this path if there is no response for the original request within the documented SLA response time (see table above) or there is a missed SLA resulting in severe business or productivity impact.

Please note the difference between resolution and response. Response is merely the acknowledgement of the receipt of an incident/request with a communication back to the customer on progress. 

Attempt emergency communication:

Call or send text message to Duty Pager - numeric message via <<confidential>> or 

Text message via <<confidential>>
Escalation 1st Level – 30 minutes after missed SLA:

(Manager, Solution Engineering Labs):  <<confidential>>>
Escalation 2nd Level – 30 minutes after 1st escalation if no response:

(Director, Solution Engineering Labs):
Erich Gatejen 

Client Responsibilities (Apps QA)

· Application build and testing schedules must be presented and discussed prior to requested lab usage. SEL is requesting at least 30-60 days prior to 1st code drops for analysis of testing schedule. This allows proper time for design, implementation, preparation, and management of environments prior to heavy usage by QA & other Engineering clients.

· If a bug is detected in an installer or an installer does not function properly while preparing PRODUCT-X machines, the problem will be routed back to Apps QA Configuration for resolution.
· All functional testing will continue to reside within Apps QA.
Signatures

Application Quality Assurance:
_____________________________
Date:________________





Director, App QA

Solution Engineering Labs:
_____________________________
Date:________________






Manager, SEL

Concur (for escalation purposes): _____________________________
Date:________________






Erich Gatejen – Director, Solution Engineering Labs
Company-Y Confidential
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