Solution Engineering Plan

This is our plan for integrating the various solutions for the 28 February release.  We’ll provide our typical spreadsheet status, but I need to rework them for our different approach.  The currently layout assumes a waterfall plan that allows us to shift dates to reach our goals.  Instead, we need to manage risks to hit the hard and fast 28 February date.  We must assume that features and quality criteria will be the first things we relinquish to meet the commitment.

A. Solutions

There are four main solutions,

a) SUITE-A 2.0,

b) Portal 4.0,

c) ENTERPRISE-B 2.0, and
d) Suite-S 2.0.
I believe we should use “Blob” approach for integrating the first three solutions.  (We can discuss a more suitable title later, though it does describe it nicely.)  We will build all three solutions at the same time in a lab.  It will function like a real-world deployment with attached SUITE-As and ENTERPRISE-Bs.  

We will maintain three labs at all times.  One will be under construction, where we actually load and integrate the products.  One will be released to QA for testing, including System Level/Integration testing.  When one is constructed, it will be release to QA, whereas the one previously used by QA will torn down and rebuilt.  We call this an “A/B” or “flip-flip” approach.  It means that there will be a fresh integration at least once a week, and more often near the end of the schedule.  The third lab will be dedicated to UNIX support; it will not flip-flop with another lab, but will be constructed in one cycle and tested in the next, repeated as necessary.

Suite-S 2.0 will be constructed in the JOINT labs.  Company-X and Company-Y will maintain it cooperatively.  The approach will be different and described in other documents.  I will not address it further in this plan.

During Final Testing, we will load the labs to ensure that each solution can be built separately.  In effect, we will decompose the “Blob” before RTM.

We do NOT have a schedule for UNIX yet.

RISKS IN THIS APPROACH

It may be difficult to discern Portal problems from Suite-A problems in a particular lab.  However, this scenario is much more common in the real world and could offer some early insight to deployment problems for SUITE-A.  Since quick deployment is a critical issue for SUITE-A, it seems like the proper approach, even if we compromise the Portal integration and documentation process.  Further, if we detect serious risk in the final weeks, this is a problem at which we can through resources, and allow them to build separate labs.

There will be a lot of work to build each lab.  Even a single issue could stall the release to QA.  This would mean a large portion of testing would be stalled.  However, in most cases, we would be able to release only a partially functioning lab to unblock a subset of the QA.  An advantage is that when we complete a full lab, we will save dramatically on administrative costs and work stoppages while maintaining it over a week—by far the most painful aspect of keeping QA testing.  History shows that a watched Portal remains healthy.

SUITE-A 2.0

SUITE-A contains,

a) PORTALWARE 4.0,

b) Application-S 2.2,

c) Application-B 6.5,

d) SDK 1.0,
e) Connector (Supports PORTALWARE requirements),

f) Content System 2.0, and

g) Services Packs.

Portal 4.0

Portal 4.0 contains,

a) MSP 4.0,

b) PORTALWARE 4.0,

c) Application-S 3.0,

d) ENTERPRISE-B 2.0,

e) Connector,

f) Content System 2.0,

g) Application-U 1.0, 
h) Application-Q 3.2, and
i) Mailbox System.
ENTERPRISE-B 2.0

This single product is a solution.

SUITE-S 2.0
We will treat it as an independent product release and test it in existing infrastructure.  There will be no special solution process.  We will not develop any solution documentation.  The System Test process will consist of running our End-to-end Use Case tests.  It is not an elaborate suite, but does provide basic coverage and can be completed in time.

B. Schedule

The following is our schedule.  UNIX support will be scheduled separately.  Each line represents a cycle.  Each cycle will have an associated build for each product under development.  Only under the most severe circumstances will we accept a new software build between these dates.  Of course, patches will be accepted as needed to complete the integration.  For GA products, we will use the final build released to fulfillment when the product shipped.

	
	Week
	Start Date
	
	 Cycle/Build number
	Lab Under Construction 
	 Lab Released 
to QA

	Level-2 Integration
	
	 
	
	 

	
	48
	4-Dec-00
	
	3
	Level-1
	Level-1

	
	49
	11-Dec-00
	
	4
	Primary
	Level-1

	
	50
	18-Dec-00
	
	5
	Secondary
	Primary

	
	51
	25-Dec-00
	
	6
	Secondary
	Primary

	
	1
	1-Jan-01
	
	7
	Primary
	Secondary

	
	2
	8-Jan-01
	
	8
	Secondary
	Primary

	System Testing
	 
	
	 

	
	3
	15-Jan-01
	
	Alpha1
	Primary
	Secondary

	
	4
	22-Jan-01
	
	Alpha2
	Secondary
	Primary

	
	5
	29-Jan-01
	
	Alpha3
	Primary
	Secondary

	Final Testing
	
	
	

	
	6
	5-Feb-01
	
	RC1
	Secondary
	Primary

	
	10
	8-Feb-01
	
	RC2
	Primary
	Secondary

	
	11
	12-Feb-01
	
	RC3
	Secondary
	Primary

	
	11
	15-Feb-01
	
	RC4
	Primary
	Secondary

	Final Assembly
	
	 
	
	 

	
	12
	19-Feb-01
	
	Final
	Secondary
	Primary


Start date represents the official delivery of the build to Solution Engineering.

Product Build Cycle

All products are built and tested in cycles.  Most cycles last a week.  The following is the schedule for each weeklong cycle. 

1. Thursday Evening

· Code compiled

· Image built

· Installer created

2. Friday Morning

· QA takes build and performs simple BAT

· QA accepts build or returns it for fixes

3. Friday Afternoon or Later

· Build released to general QA.

4. Before Monday Morning

· Build accepted into Solution Engineering
· Lab installs start.

5. Sometime During the Week

· New integration lab ready for QA

· Point testing or QA machines at the new lab

For QA, the week starts Friday afternoon.  For Solution Integration, the week starts the following Monday morning.  

The weekend is used to fix faulty builds and to get a head start on lab installs.

There is additional process for the platform products.  It’s described in a section below. 

Solution Integration Cycle

All solutions are built and testing in cycles.  Most cycles last a week.  The following is the schedule for each weeklong cycle.

1. Friday

· Take down and prepare Construction Lab.

2. Before Monday Morning,

· Accept software builds.

· Start installing in Construction Lab.

3. During the Week

· Complete the Construction Lab

· Run a quick verification

· Release to QA.  At this point, the Contraction Lab becomes the QA Lab and Visa-Versa.

We do not know how long it will take to construct a lab.  We hope to get it down to one day, but we should expect at least two.  Early in the schedule, it’s likely to last a whole week.  Given this scheme, a QA lab will remain active from at least one week to as long as two weeks.

Specialized Build Process for Platforms

The platform products require additional process.

1. Midnight Tuesday night

· Platform and tools code snapshot

2. Wednesday, in order,

· Platform and tools builds

· SDK built

· SDK imaged and packaged

· Platform imaged and packaged

· Portal tools  built, imaged, packaged

3. Thursday morning

· Platform, tools, and SDK available to other build teams.

4. Thursday late morning 

· Platform, tools, and SDK start BATs.

· Rest of the products build.

5. Friday

· Resume normal process.

C. System Testing

We will have a total of three weeks for dedicated system testing.  We have an additional two weeks to run final acceptance.  We will be able to run some tests during the level-2 integration.  This is barely enough time to run the 282 tests that we’ve already defined.  So, we will not be writing any new tests until after this release.  This not as much testing as originally desired, but is certainly more than in prior releases.  We must accept risk to meet the schedule.

The tests that we currently have are appropriate for all of the solutions.  The JOINT team manages additional tests specific to Company-Y and the Joint Solution, but I will not address them in this plan.  There is some risk that we will not be able to run all of the 282 tests.  We will prioritize them and seek guidance for which are most important.  A test plan will be completed before the end of the year.  The plan will include our test schedule and priorities.  We can schedule a review at that time.

Labs

The following diagram shows a complete lab. 
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Windows 2000 will be our preferred platform.  We will do a cycle on Windows NT for verification.  Of course, we will have a dedicated UNIX lab.
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