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1 Overview

This document describes operational process, support, and services given by SEL-P and SEL-A for the benefit of various Engineering teams.  The purpose of our operational support is to ensure efficient maintenance and adequate availability of Lab Environments to Engineering constituents as well as providing the level of service negotiated in various SLAs between SEL and Engineering teams. The process and procedures for servicing requests will also be discussed here.

2 Support

2.1 Who Provides the Support

During the documented support times, there will be an SEL team member identified as the primary contact person (PCP).  The primary contact will be the individual that will triage requests or incidents, provide status, and coordinate resolution of incidents or servicing of requests.  While the primary contact is not necessarily responsible for directly performing all support activities, they are responsible for seeing that the tasks are performed and issues are resolved.

The primary contact may involve other team members, other teams from Engineering (e.g. Dev or QA) or teams from other organizations (such as IT).

2.2 What Support is Available

There are two categories of operational support—handling incidents and handling service request.  Incident handling involves facilitating the resolution of a system problem or SLA service issue.  Service Request handling involves determining what category of request, what priority it will have, with whom to coordinate, if an approval is needed, and giving a status. One can think of Incidents as “I think there is a problem with . . ..”, and Requests as  “I need . . ..”. 

In the future, SEL will also have an Environment Monitoring function but is not included now for purposes of internal process, docs, or user communication.

An incident is any occasion when someone reports a problem with an Environment. Currently, an incident can be reported through two mechanisms: 1.) Submitting an SSR (SEL Service Request) through the SELWEB site or 2.) By paging the on-call pager. Most requests will come through the web site but in the case of a missed SLA, the customer may initiate contact by paging.  The primary contact person will triage, determine what steps to take towards resolution, forward the incident information to the relevant parties, track progress towards and give status on resolution, and close out the incident. An example of an SSR classified as an Incident is: “I can’t access the app because I think the log files filled up the disk on the server”

A service request classification is used when a customer wants additional support with hardware, software, infrastructure, application, configuration, or other consultation, etc. These types of request are differentiated from that which is normally provided and maintained in our released environments.  The customer can request this type of support only through the submission of an SSR through SELWEB. The primary contact person will triage the request and coordinate with management for prioritization and for a service request approval if needed. Example of requests that may need coordination, prioritization and approval are:

1.) I need help with DS1800 remote access

2.) Please network 5 machines that we received from an underground trade with another team

3.) I need a sandbox environment because I need to test an emergency hot fix for a customer

4.) Can I borrow an old 1850r to use as my build depot

5.) Please supply 2 more TPs and 5 Suppliers Ids with additional Sample Data for this hot project I just received word of.

3 Activities

3.1 8 x 5 and 7 x 12 support

During non-release cycle schedules, support will be given during Company-Y normal business days and hours (9a.m –5p.m); 5 days a week, holidays/weekends excluded. Known as 8 x 5 support.

During major release cycle schedules, support will be provided 7days a week, 12 hours a day. During these times, the primary contact person will be available to respond to incidents that involve loss of environment or service and to handle issues with tasks documented in an SLA. Typically (8a.m. – 8p.m.)

3.2 Normal support

Regular support provides typical day-to-day support for the maintenance and servicing of Labs/Environments. This is known as 8x5. 

3.2.1 SSR – SEL Service Request Web Page

[Described in diagram D.]

3.2.2 Service Monitoring

(Future deployment)

3.3 Release Cycle support

Release Cycle Support provides extended day-to-day support for the maintenance and servicing of Labs/Environments. This is known as 7x12. Release cycle support begins when the first non-ETP builds are available to QA and Solutions Engineering for major releases (e.g. 4.1, 4.6, 5.0, etc.). 

4 Communication Tools

4.1 Email & Pager

4.1.1 E-mail

The PCP will periodically check and respond to e-mail that is generated from incident reports or service requests (also see 5.0 Process & Procedures below)

4.1.2 Pager

The PCP may carry a duty pager. The pager should only be used if there is no response to a missed SLA commitment or in an extreme emergency. The pager will be in effect during the stated support hours: either 5x8 or 7x12.

4.1.3 Automated Notification

Future deployments will include services automatically sending alert notification messages. 

4.2 SEL Web Site

The SEL Web Site will provide several functions.  First, it will give general operational information, such as the status of the service. Second, it will list some of the known problems with Labs/Environments, Apps, or other services and the status of their resolution. Last, it will provide a form to report Incidents or Requests (SSR Web Page).  

4.2.1 Operational Status

The Operation Status page will show notes from the Operational Support personal—usually the PCP.  It will provide feedback on the general state of Environments and services.   This will include any notes from periodic service monitoring.

4.2.2 System Issues

The system issues page will show a list of outstanding operational issues for an environment or service.  They will be listed with a brief summary and status.  Additional information will be linked to each item.

4.2.3 SSR Web Page

The SSR Web Page will allow users to enter Incidents or ask for services.  The reports will be mailed to the PCP, and other interested parties.  If an incident leads to the identification of an application/product bug, a bug will be entered into the Clear Quest bug tracking system.  After the Incident Report is entered and submitted, the user will be given a tracking number, which they should use during any further queries about the issue.

5 Process and Procedures

5.1 Incident Report Handling

Assuming customers are entering incidents through SELWEB:

· SSR submission automatically generates e-mail to SEL and is entered into the general queue.

· PCP periodically reviews e-mail and the service request queue for new Incidents. This is the same review step as in the Service Request Handling procedures.

· Review request to make sure this is truly an incident (user error? lack of info? Should be classified as request for service/resource? Etc.)

· PCP determines if they can functionally service the request, obtain help, or assign to another team member. PCP assigns task in tracking system (either the PCP or another team member becomes the Assignee)

· Assignee contacts requestor to give tracking #, get more details to incident report, if necessary, and to give the first status.

· Assignee progresses toward resolving incident. Tracks progress if subcontracting is necessary (e.g. a network problem, etc.), and gives status to Customer as well as involved team members.

· Assignee contacts Customer when incident is resolved.

· Assignee closes incident and updates log

Alternatively, if there was a missed SLA commitment or in an extreme emergency, incidents can be communicated through paging the duty pager (numeric or text).

5.2 Service Request Handling

Assuming customers are entering service requests through SELWEB:

· SSR submission automatically generates e-mail to SEL and is entered into the general queue.

· PCP periodically reviews e-mail and the service request queue for new requests. This is the same review step as in the Incident Handling procedures.

· PCP determines from our internal Request Classification Criteria weather this request is indeed classified as a need for service (or physical resource) rather than an incident. If it is an incident, follow Incident Report Handling Procedures above.

· PCP logs request

· PCP gets tracking number

· Determine if this request needs management approval. Examples include if the request is large in scope – a project; where a project = many smaller tasks, the requested service/resource requires budgetary approval, the tasks are outside of our normal servicing, the request was generated from a non-engineering entity, etc. 

· Assuming no approval needed or approval given, PCP determines if they can functionally service the request, obtain help, or assign to another team member. PCP assigns task in tracking system (either the PCP or another team member becomes the Assignee)

· Assignee contacts requestor to give tracking #, get more details to service request, if necessary, and to give the first status.

· Assignee continues to service request, track progress if subcontracting is necessary, and gives status to Customer and involved team members.

· Assignee contacts Customer when service is complete.

· Assignee closes request and updates log

5.3 Service Monitoring

At the present time, only Error Doc floods are periodically monitored. In the future, additional monitoring capabilities will be deployed.

 B – Operational Support paths.






















C – Types of Incidents

	Service Failure
	The service is down.  While the network paths to the server are healthy, the server itself does not respond.

	Connection Failure
	The service cannot be reached. The problem may be the server, but it may be the network.

	Network Failure
	There is a known network failure that prevents connections to the service.

	Bug
	A feature of the product does not appear to be working correctly.

	Administrative
	An administrative feature or setting does not appear to be behaving as it was thought it should

	Maintenance
	Some form of maintenance activity is needed to prevent loss of service. E.g. Upgrades, reboots, log clearing, etc.


D – Operations Support Web Site Map.


















 E – Types of Alert Notifications

	Type
	Description
	Notification Method to PCP

	Service Down
	· Service, Application, or Environment is unavailable

· A major feature has stopped working. 

· Missed committment in SLA
	Page, eMail

	Service Error
	· There is a condition in a service or application that is resulting in error docs or messages being generated.
	eMail

	Service Problem
	· All other cases…


	eMail


Automated Alert Notifications


Available: TBD

















 Reported Incidents


Available: 7 x 12


Alert: E-Mail














SSR – SEL Web Page


Incidents & Requests


Alert Vehicle: E-Mail.


Avail: 5 x 8 (Bus. Hrs.)
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Escalation List





Release Cycle Support





Normal Support





 Missed SLA commit.


Available: 7 x 12


Alert: E-Mail, Pager Escalation
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Future Deployment Monitoring





Sources of Information





Destinations





Primary Contact Person





SA&I





System, Network, Infrastructure, Ghosting, etc.





Deployment





Setup, Routing, Buyer & Suppliers, Logs, Instance Installation, Operational Config





Integration





Integration & Config Consultation





Home


index.html





System issues


issues.html





Ops status


status.html





Incident report


ir.html





Day Log





Description of operations issues -- motd.  Set by mail to ops-control@





(include)day-log.html





Statistics





Description of operations information.  Generated during service monitoring.





statistics.html





Issue Log





Description of system issues -- motd.  Generated from a list file (cgi).





(include)sys-issues.html





Specific issue





Issue information held in a file.  Snarf and display from file (cgi).  Can link to raid (cgi).





(cgi)a-sys-issue.html





Raid issue





Issue linked to a Raid issue.  Snarf issue from Raid and display.





(cgi)a-raid-issue.html





Enter Ir





Enter an IR





ir-enter.html





View Ir


Ask tracking number for the IR





ir-view.html





Ir added





Notify issue was added.  Give tracking number.





(cgi)ir-entered.html





 Post





Ir viewed





Show the ir.





(cgi)ir-viewed.html





 Post





Feedback Page





A simpler interface to enter feedback.  Primarily used outside the support team.
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 Frame include





For end-users.


















































































































































