PIR-02 INCIDENT PROCEDURE


PIR-02 Incident Procedure

An Incident is any event that is outside the normal operation of the service.  This includes, but is not limited to, service failures, software problems, maintenance activities, and tests.  If the TC believes such an event is notable, then it can be recorded and tracked as an Incident Report (IR).

The following are some examples of when a TC might create an Incident Report:

· The service is degraded: The server crashed, users cannot access it, the data feeds are broken, etc.

· There was an error, but the service corrected itself: The core server crashed but automatically restarted.  A data feed stopped temporarily, but the source resumed without taking any action.

· A software installation required the service be restarted and a number of active users were disrupted.

· Content is found to be inaccurate.

· A bug is found that does not necessarily affect the stability and availability of the service.

An Incident follows a four-part path: Discovery --> Entry --> Tracking --> Closure.  The following sections describe the procedure for handling an incident in each step.

Discovery 

1-
An Incident can be discovered through several means.  It may be found by the TC during regular service monitoring.  It may come from a Alert Notification sent from the service.  It might be noted during server maintenance activities (including Release installation).  Also, it may be discovered by someone other that the TC.  

· The TC should judge whether the Incident should be reported.

· If so, then proceed to the next section (Entry).  If not, the TC may consider notifying the QA team of the issue.

2-
Check the current unresolved IRs to see if there is already an incident that reports the same issue.  If there is, the TC may add additional information to the existing IR, but should not enter a new IR.

Entry 

1-
Follow the PIR-01 Incident Reporting Procedure for reporting the incident.  Follow all steps in the procedure.

2-
The TC should attempt to correct the situation by his/herself if,

a)
The TC is knowledgeable on how to correct the reported problem.

b)
The TC is confident that they can do so swiftly.

b)
The solution will not further degrade the service.

3-
The TC should consult the QA/Engineering teams to correct the situation if,

a)
The priority of the IR is ‘Immediate.’

b)
The IR concerns a degraded service.

If it is found outside normal business hours, they should be contacted at the earliest opportunity on the next business day.

Tracking

1-
If the IR does not require any additional action, proceed to the next section (Closure).  This includes if the TC corrected the incident his/herself.

2-
The IR will now be handled by QA.  The TC should watch the incident until it is resolved.

3-
When the QA reports that the IS has been resolved, proceed to the next section (Closure).

Closure

1-
Verify that the IR is resolved.  If it is not, consult the QA team.

2-
Move the electronic copy of the IR from the directory g:\groups\ops-sup\wis\ir to the directory g:\groups\ops-sup\wis\ir\resolved.  The file name should be the same as the IR’s number; for instance, IR number 6 will be names ‘6.txt.’

3-
Move the hardcopy of the IR from the tab ‘IRs’ to the tab ‘Resolved IRs.’

4-
If the IR was resolved by Engineering or QA using a procedure that the TC could have easily performed, then the TC should document the procedure and place it in the TC Binder.
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