PIR-07 SERVER PROCEDURES


PIR-07 Server Procedures

This document collects the different procedures for maintaining the server. 

List of procedures:

(1)
Database restart procedure

This procedure describes how to restart the oracle database.  If the server host should ever reboot for any reason, the oracle database must be manually restarted.

(2)
Service complete restart procedure

This procedure describes how to restart the jellyfish service.  This procedure should be used when the service dies or crashes and can not recover automatically.

 (1)
Database restart procedure

This procedure will restart the oracle database.

1-
Check if Oracle is already started.

· Login to Wis  on the "oracle" account.  This can be done remotely.

· Execute the command: ps -Af 

· Look for the processes listed below.  If they are in process list, then oracle is already started; you can stop this procedure.  Note that the process numbers will probably be different; only the names are significant.

· oracle 12940     1  0 13:02:49 ?     0:05  oracleathena (LOCAL=NO)

· oracle  1195     1  0   Oct 08 ?       10:46 ora_lgwr_athena

· oracle  1251     1  0   Oct 08 ?        0:01  /opt/app/oracle/product/7.3.2/bin/tnslsnr LISTENER -inheri

2-
Start the database.

· Complete the following steps:

1) at shell prompt, start the oracle server manager

$ svrmgrl

2) start the default database instance

SVRMGR> connect internal

Connected to an idle instance.

SVRMGR> startup

...... the database starts up, ending with "Database opened." ....

SVRMGR> exit

[Note: This almost always works without any complications.  If this sequence of steps doesn't work, try to shutdown with the two following commands.  

SVRMGR> connect internal

Connected to an idle instance.

SVRMGR> shutdown immediate

Then attempt to restart it.  If that still fails, this could be a significant

Problem--open an IR and contact engineering.]

3) start the TNS listener

$ lsnrctl

LSNRCTL> start

...... the listener starts up, ending with "completed successfully" ....

LSNRCTL> exit

3-
Verify that the database started.

· Repeat step 1.

 (2)
Service complete restart procedure

Occasionally the service will crash in a way that it cannot be quickly restarted  or the host system has been fouled (such as there are numerous ghosted processes).  This procedure describes how to complete restart the service.

1-
Stop all processes.

· Login to Project-X on the "root" account.  This can be done remotely.

· Execute the command: ps -Af  | grep demo

· Kill ALL the processes shown in the list.  This is done with the command "kill -9 <pid> <pid> <…>" where "<pid>" is a process number from the list.

· Again, execute: ps -Af  | grep demo.  No processes should be shown (empty list).

· Kill the remaining httpd processes.  Execute the command: ps -Af | grep httpd.  Kill any processes that show in the list.  Use the same command as before:  kill -9 <pid> <pid> <…>

· Logout from Project-X.

2-
Start service.

· Login to Project-X on the "demo" account.  This can be done remotely.

· Execute the command: main

· Wait until main is done printing to the console.  Scan the text for obvious errors.

· CD (change directory) to "~/adm".

· Execute the command: doreg

· If the 'doreg' command reports any failures, continue with this procedure and then perform the loader restart procedure in PIR-04(1).

3-
Verify that the service started.

· Perform the Service Monitoring procedure PIR-03.
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